
esoteric topics in 
language modeling



Can language models do _anything_?

my hot take on this is that most people are 
actually arguing about something else 
entirely…

(as you can see, i am very popular on 
twitter)



Can language models understand?

are LLMs “just” “stochastic parrots”?

(term coined by Emily Bender et al.)

how can you tell? how could we tell if a 
parrot “understands” language? how can i 
tell if sophie understands language?



What does “understanding” mean?

“Understanding” qua behavior: a 
model “understands” if it behaves as 
if it understands on some set of tasks

“Understanding” qua experience: a 
model “understands” if it 
experiences as if it understands



Sidequest(ion): Berkeleyan idealism



What is necessary to understand?



Ungrounded understanding

What does Mary know about the color 
“red”?

What happens when she goes outside?



Can LLMs learn semantics w/o grounding?

Pragmatics to the rescue!



What does grounding give us, empirically?

Merullo et al. (2023)



Does it matter if an LLM can ‘understand’?


