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On NLP/ML/AI/etc and Linguistics

Lukewarm take: NLP and Linguistics are not the most compatible fields

= linguistics + ML people ask different questions, don’t work well together

Hot (?) take: This is a contingent fact, not a necessary one

Lol, lmao even 🙄



Why think about “Language”/Linguistics (in NLP)?

Linguistics can give useful insight!

- “Every time I fire a linguist, the performance of the speech recognizer goes 
up” (Frederick Jelinek, NLP pioneer)

- Counterpoint: RNNs! (Jeffrey Elman, Finding Linguistic Structure in Time)



Language raises interesting problems

How do you train a (trillion?) parameter LM to have 
good performance on low-resource languages? 

How does linguistic variation affect model responses? 
How should it?



LlMs ArE jUsT sToChAsTiC pArRoTs

Kalamang (200 
native speakers, 
~no digital training 
data)



Questions I’m interested in

Recall Poverty of the Stimulus argument from lecture:

Humans make consistent generalizations from very minimal, ambiguous data

=> Humans have innate bias towards “language” (whatever that looks like)

Two interesting points:

- Humans systematically choose A over B
- Humans learn to choose A over B with very little data



Q1: How do we get LLMs to make similar 
generalizations?

Suppose you want to turn natural language descriptions into code (method calls, 
etc).

How can you ensure that an LLM generalizes to:

- Arbitrarily deep function composition?
- Arbitrary (correct) variable identity?

These properties encapsulate compositionality

- This is a DEFINING property of natural language in general



Compositionality

Small scale Large scale



Q2: How do we get LLMs to be as efficient as people?

BabyLM challenge: train a language model on 
human-realistic data


