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On NLP/ML/Al/etc and Linguistics

Lukewarm take: NLP and Linguistics are not the most compatible fields

= linguistics + ML people ask different questions, don’t work well together
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Hot (?) take: This is a contingent fact, not a necessary one



Why think about “Language” /Linguistics (in NLP)?

Linguistics can give useful insight!

-  “Every time I fire a linguist, the performance of the speech recognizer goes
up” (Frederick Jelinek, NLP pioneer)
- Counterpoint: RNNs! (Jeffrey Elman, Finding Linguistic Structure in Time)
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Language raises interesting problems

@ OpenAI Menu
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Customer stories
Government of Iceland Valentin Hofmann'""', Pratyusha Ria Kalluri*, Dan Jurafsky*, Sharese King>’
How Iceland is using GPT-4 to preserve its language. I Allen Institute for Al 2University of Oxford LMU Munich
4Stanford University ~>The University of Chicago

How do you train a (trillion?) parameter LM to have
good performance on low-resource languages?

How does linguistic variation affect model responses?
How should it?
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= Long context

Grammar 4 Dictionary
book

250K tokens

& User prompt

Given the reference
materials as context,
translate the following
sentence from English
to Kalamang:

I'm getting pandanus, | want
to make a mat.

4 Model output

An padanual repte, irar
paruotkin.

Figure 3 | Given a reference grammar book and a bilingual wordlist (dictionary), Gemini 1.5 Pro is
able to translate from English to Kalamang with similar quality to a human who learned from the

same materials.

Kalamang (200
native speakers,
~no digital training
data)



Questions I’m interested in

Recall Poverty of the Stimulus argument from lecture:
Humans make consistent generalizations from very minimal, ambiguous data

=> Humans have innate bias towards “language” (whatever that looks like)

Two interesting points:

- Humans systematically choose A over B
- Humans learn to choose A over B with very little data



Q1: How do we get LLMs to make similar
generalizations?

Suppose you want to turn natural language descriptions into code (method calls,
etc).

How can you ensure that an LLM generalizes to:

- Arbitrarily deep function composition?
- Arbitrary (correct) variable identity?

These properties encapsulate compositionality

- This is a DEFINING property of natural language in general



Compositionality

jump
JUMP

turn around left
LTURN LTURN LTURN LTURN

jump thrice and turn left twice
JUMP JUMP JUMP LTURN LTURN

jump opposite left after walk twice
WALK WALK LTURN LTURN JUMP

Figure 1: SCAN maps commands to actions

%’ Ofir Press
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We can check the accuracy on these compositional questions (blue) or

the accuracy for each *pair* of sub-questions separately (i.e. "What is
the birthplace of Adele?" & "What is the calling code of the U.K.?").

Surprising res.: the compositionality gap doesn't narrow with scale!

The Compositionality Gap
in GPT-3 Models
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Q2: How do we get LLMs to be as efficient as people?
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BabyLM challenge: train a language model on
human-realistic data



